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Automatic Object Identification in an Annotated Image
using Latent Semantic Analysis
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Abstract

Object identification is the process of mapping visual areas within an
image to human been concepts, this is a vital approach to unify image
understanding between machines and human. Anyway, images in the
Internet are retrieved using natural language query where search engines
implement text match to the textual description attached to images.
Current image retrieval engines produce huge disturbance in fulfilling user
query due to the nature of text matching technique where many un-wanted
results are obtained.

In this paper a new model is presented primarily to automatically identify
objects composing an image and map identified objects to attached
annotations; this is implemented in this paper by using LSA (Latent
Semantic Analysis). This approach has lead to secondary revenue where
annotations have been de-noised from an-wanted words. A real case
study has been taken to verify the hypothesis of this paper and resultant
calculations approved the approach.
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1- Introduction

From the inspection of popular image search engines such as
Google, Bing and Baidu, the retrieval paradigm employed by these search
engines is still based on the keywords composing the query; this query is
formulated by users to initiate image search process. Users use natural
language words to describe requested image, or other multimedia
contents, and the responsibility of a search engine is to scan databases
for a proper match. The most crucial element is the search scenario is the
indexing of images, or other multimedia contents, where natural language
is demanded to achieve the labeling of available images with textual
description; this process is called image annotation [1,2].

Content-based image retrieval, the problem of searching large
image repositories according to their content, has been the subject of a
significant amount of computer vision research in the recent past. While
early retrieval architectures were based on the query-by-example
paradigm, which formulates image retrieval as the search for the best
database match to a user-provided query image, it was quickly realized
that the design of fully functional retrieval systems would require support
for semantic queries. These are systems where the database of images
are annotated with semantic keywords, enabling the user to specify the
query through a natural language description of the visual concepts of
interest. This realization, combined with the cost of manual image labeling,
generated significant interest in the problem of automatically extracting
semantic descriptors from images [1,2,3].

Images are annotated using different methodologies, some are manually;
this when clients comment on certain images and automatically such as
mining the textual text in internet pages that hold that image. Crucial
challenge in image annotation is the redundant words that increase false
results such as the irrelevant images returned by Google search engine

3].

The earliest efforts in the area were directed to the reliable
extraction of specific semantics, e.g. differentiating indoor from outdoor
scenes, cities from landscapes, and detecting trees, horses, or buildings,
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among others. These efforts posed the problem of semantics extraction as
one of supervised learning: a set of training images with and without the
concept of interest was collected and a binary classifier trained to detect
the concept of interest.

The classifier was then applied to all database of images which were, in
this way, annotated with respect to the presence or absence of the
concept [2,3].

More recently, there has been an effort to solve the problem in its
full generality, by resorting to unsupervised learning. The basic idea is to
introduce a set of latent variables that encode hidden states of the world,
where each state defines a joint distribution on the space of semantic
keywords and image appearance descriptors (in the form of local features
computed over image neighborhoods). After the annotation model is
learned, an image is annotated by finding the most likely keywords given
the features of the image [1, 2, 3].

2- Latent Semantic Analysis (LSA)

Latent Semantic Analysis (LSA) is a theory and method for
extracting and representing the meaning of words. Meaning is estimated
using statistical computations applied to a large corpus of text [4].

The corpus embodies a set of mutual constraints that largely determine
the semantic similarity of words and sets of words. These constraints can
be solved using linear algebra methods, in particular, singular value
decomposition [4].

LSA has been shown to reflect human knowledge in a variety of ways. For
example, LSA measures correlate highly with humans’ scores on standard
vocabulary and subject matter tests; it mimics human word sorting and
category judgments; it simulates word-word and passage-word lexical
priming data; and it accurately estimates passage coherence [4, 5].
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3- Singular Value Decomposition (SVD)

The core processing in LSA is to decompose A using SVD (Singular Value
Decomposition); SVD has designed to reduce a dataset containing a large
number of values to a dataset cantaining significantly fewer values, but
which still contains a large fracttort of the variability present in the original
data [3, 4, 5].

Where

1- EigenVector(AAT) — Columns(U)
2- EigenVector(ATA) — Columns(V)
3- EigenValue(ATA) OREigenValue(AAT) - %

The tirst structure is the single pattern that represent the most variance in
the data, after all, SVD is an orthogonal analysis for dataset, U is
composed of eigenvectors of the variance-covariance matrix of the data,
where the first eigenvector points to the direction which holds the most
variability produced by all other vectors jointly. U is an orthogonal matrix
where all its structures are mutually uncorrelated. Eignevalues are
representing scalar variance of corresponding eigenvectors; this way total
variation exhibited by the data is the sum of all eigenvalues and singular
values are the square root of the eigenvalues [4, 6].

4- Objectivity

Using Latent Semantic Analysis (LSA) to reduce the redundant
annotation of an image by truncating less variant key words of the
annotation, and deploying the fact that Visual Blobs are correlated to
Annotation concepts (i.e., natural language words), to investigate the
theory that variation in variance-covariance natural language semantic
space is analogues to visual semantic space.
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5- The Proposed Object Identification and Indexing
Scheme

In this proposal images are represented by concepts it hold. Image
concept is the projection of hwman interpretation to the visual structures
within an image, hence:

F =360 e (2)

Where [ is any imace and C, isthez i concept secognized with that image

q =i villy - -~ (3)

Where q istthe query entered by the user, w; is the i** word within the
query and ij; is the semantic unit vector. Semantic meaning for image’s
concept should correlatte human’s interpretation for that concept; hence,
eq.3 is a prerequisite

fi .ﬁ;i =1 - (4)

The knowledge space of the proposed system is constructed through two
matrices: first one is composed of natural language concepts (i.e., query
and returned image ontologies), while the second matrix is composed of
visual concepts (i.e., significant objects in a certain image and other
significant objects within other images).

Both matrices are to be decomposed using eq.1 , the correlation between
these two matrices extend LSA analysis from 2-Dimension to 3-
Dimension, where Three dimensions LSA is presented in this proposal
where the frequency of visual words are calculated in two axis: first one is
query and the second is the annotation, as it is presented in the following
figure:
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In this paper Java program has been designed to work as web client (i.e.,
analogous to internet explorer) and user queries for image repositories are
sent to the internet as the algorithm (1) presents

Algorithm 1: ReadlmageAnnotation
Input : string query;
Output: List<string> imgurl_list;

Step 1: Initialize user Query = query;
Step 2: Initialize Go Search Connection as URL Connection to Google
URL + user Query;
Step 3: Set GoSearchConnection Properties as
Method ='GET";
Char-set = "'utf-8";
User-Agent = 'Mozila-4.0";
GoSearchConnection. Open;
Step 4: Get input Stream from GoSearchConnection to stream Reader;
while stream Reader has imgurl do
add current imgurl to imgurl_list;
step 5: return imgurl_list;
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The resultant outcome due to executing algorithm (1) is presented in figure

1).
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Figure 1: Image Server Resultant HTML due to Custom Query

As figure (1) presents, text accompanied the image is retrieved and
analyzed for annotation. After retrieving the annotation, the system then
starts the identification process by decomposing target image into its
kernel objects as presented in algorithm (2). This is done by using
BlobCounter class shipped with ‘AForge.net’ package, the extracting
procedure starts by creating alpha mask for the image, then using created
alpha mask to extract objects as it is presented in figure (2).
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Algorithm 2: DecomposelmageZ2Blob
Input : int blobCount, Bitmap orglmage
Output: List<Bitmap> bloblmage

Step 1: define blob counter
BlobCounter blobCounter = new BlobCounter();

Step 2: Initialize blobCounter
blobCounter.FilterBlobs = true;
blobCounter.MinHeight = 15;
blobCounter.MinWidth =15;

step 3: Process the input Image
blobCounter.Processimage(orglmage);

step 4: Get blob information using blob counter

Blob[] blobs = blobCounter. GetObjectsIinformation();

Step 5: Extract Images of each blob
For each tmpBlob in blobs

Begin
blobCounter.ExtractBlobsImage(orglmage,tmpBlob,true);
Bitmap image = tmpBlob.Image. ToManagedimage();
bloblmage.add(image);

End

Figure (2) presents decomposing an image to a list of Blobs; these Blobs
represent the significant visual objects (i.e., colored areas with high
discrimination factor than the background )within that image, anyway,

Blobs are the first detail that human eye capture at the first
image. Further details of the image need more sophisticated

glance to the
techniques to

be revealed such pattern recognition, image semantics and other image

mining techniques.

-110 -



Al-Mansour Journal Issue(21) 2014 (21 ) 23 paiall ddaa

Extract Blobs

Image Create Apha
Enhancement Mask

\4

Figure 2: Process of Extracting Image Blobs using Alpha Mask

The following is a query and its resultant images, which are presented in
figure(3); these resultant images have the following annotations set:

S1: instead-of-mowing-grass-the-plains-man-wins-car

S2: Oregon_state police_investigating_fatal_car_crash_west_of valley
S3:pb_man_lying_on_grass

S4: free_ems_mini_plant_cut_hair_man_grass_doll

S5: vin_diesel _actor_man_car_wheel_serious_bald

S6: two_people_car_race_arrested_grass

Q1: car_man_grass
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Figure 3

List of Images and their visual analysis (Blob decomposition)
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LSA is applied to the annotations and the query to construct the semantic
space matrix as it is presented in table (1):

Table 1: Semantic Space of LSA based on word repetition in Annotation

| |query |S1 [S2 |S3 |S4 |S5 S6 Q
1| Car 1 0 1 1 1 0 1
2| Man |1 1 0 0 1 1 1
3| Grass | 1 0 1 1 0 0 1
4 | Crash | O 1 0 0 0 0 0
5| Race |0 0 0 0 0 1 0

The analysis steps are shown below:

U=

-0.6462 -0.3039 -0.0000 -0.4397 0.5447 0.0000 0.0000
-0.5368 0.7337 -0.0000 -0.1821 -0.3747 0.0000 0.0000
-0.5368 -0.4298 0.0000 0.6219 -0.3747 0.0000 0.0000
-0.0547 0.3039 -0.7071 0.4397 0.4597 0.0000 0.0000
-0.0547 0.3039 0.7071 0.4397 0.4597 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 1.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.000
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>=

3.2886 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 1.8478 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 1.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.7654 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.4300 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.5230 -0.0000 0.0000 -0.0000 -0.4759 0.7071 0.0000
-0.1799 0.5615 -0.7071 0.3366 0.1977 0.0000 -0.0000
-0.3597 -0.3971 0.0000 0.2380 0.3953 0.0000 -0.7071
-0.3597 -0.3971 0.0000 0.2380 0.3953 0.0000 0.7071
-0.3597 0.2326 -0.0000 -0.8125 0.3953 -0.0000 0.0000
-0.1799 0.5615 0.7071 0.3366 0.1977 0.0000 0.0000
-0.5230 0.0000 0.0000 0.0000 -0.4759 -0.7071 0.0000

Form Figure (3) and Blob decomposition of the target image we construct
the semantic space for the visual objects as table (2) presents:
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Table 2: Semantic Space of Visual Object level
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Blob | S1_Blobs S2 Blobs S3 Blobs | S4 Blobs | S5 Blobs | S6 Blobs
i 1 0 1 0 0
P:,._--l—l""'-'-'
' 0 0 0 0 0
0 1 0 0 0
u-l:' e .
il
-0.7071 0.0000 -0.7071 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 1.0000 0.0000 0.0000
0.0000 -1.0000 0.0000 0.0000 0.0000 0.0000
-0.7071 0.0000 0.7071 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 1.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 1.0000
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2.4495
0.0000
0.0000
0.0000
0.0000
0.0000

-0.5774
-0.5774
0.0000
-0.5774
0.0000
0.0000

0.0000 0.0000
1.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000

0.0000 0.8165
0.0000 -0.4082
-1.0000 0.0000
0.0000 -0.4082
0.0000 0.0000
0.0000 0.0000

0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000

0.0000 0.0000 0.0000
0.7071 0.0000 0.0000
0.0000 0.0000 0.0000
-0.7071 0.0000 0.0000
0.0000 -1.0000 0.0000
0.0000 0.0000 -1.0000

SVD is a geometrical analysis tool that is used to study system dynamic
according to the variance to dependant variables; this is done by sampling
system states in term of vector of attributes, and then constructs the
problem space as a two dimension matrix [A].

The result of the SVD is a decomposing of the original matrix in a way that
demonstrates the relation between variable variance and the system
dynamic in the direction of this variable. This concept has been deployed
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in this research to prove the hypothesis that states, “Variant in
annotation concept is corresponding to variant of visual concept in
well described images”.

From the results, corresponding function is validated in statistical manner,
where confidence is promoted when system matrix is increased
horizontally.

The output Eigen value matrixes that result of using SVD for both above
two matrices shows correlation between words (i.e., concepts) and visual
Blobs as the following:

From the first matrix the following results:

{car, man, grass, crash, race} due to {3.2886, 1.8478, 1.0, 0.7654, 0.43}
and from visual matrix the following results:

due to }2.4495, 1.0}

Thus, from mapping the analysis in natural language domain (i.e., image
annotations) to the visual domains (i.e., extracted Blobs), the following can
be concluded:

Is a car

Is a man
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6- Conclusions

From the results obtained by appling LSA as semantic analysis to
the images, the following conclusions can be presented as follow:

1- For an image repository, certain query results in a collection of
images accompanied by its annotations, analysis and mining process of
these annotations is isomorphic to the analysis and mining process in
visual domain.

2- Images can be re-indexed according to optimized annotations
obtained by using LSA, where annotations are de-noised from linearly
correlated words into linearly un-correlated.

3- Mining of image annotations is a potential approach to reduce the
gap between low level features and high level semantics and machine
understanding.

4- Articulate materials published over the internet can be used to
semantically annotate images contained within those materials using LSA.
The annotation will be rich due to using intensive concepts to describe the
image or the image itself is used as a illustration to the concepts
introduced by the text.

5- Identifying objects within an image introduces new potential in
constructing semantic network that binds images semantically to build
larger subjective connections.

6- SVD possess a great potential in finding isomorphic relationships
between different domains with versatile representations. In this research
two domains (natural language and visual domains)are investigated
against isomorphism and the results shows covenant isomorphism
relationship.
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